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ABSTRACT 

The effectiveness of deep learning techniques has increased in recent years, making it possible to assess side channel 

attacks on System-on-Chips (SoCs). Specifically, this is due to the fact that they provide a sophisticated method to 

capitalise on the unintended loss of information that occurs during cryptographic procedures. In this particular 

scenario, it is very necessary to collect information on side channels, such as power consumption or electromagnetic 

emissions. There is a procedure called as preprocessing that involves cleaning and modifying the raw data in order to 

make it more acceptable for input into neural networks. The specifics of the side channel information are what define 

whether or not a deep learning architecture, such as Recurrent Neural Networks (RNNs), Long Short-Term Memory 

(LSTM) networks, or other specialist structures, should be used. Following this, the architecture of the model is 

painstakingly created, consisting of layers, units, and activation functions, with the purpose of effectively collecting 

and deciphering the intricate patterns that are associated with the processing of sensitive data on the SOC.  

As part of this study, we presented a CNN- dependent profiled SCA assault that was directed against an AES cypher 

that was operating on a SoC. During the phase of setup, we focus on the discharge from a minor capacitor that is 

linked with the principal line of power supply. This capacitor produces a distinct signal, and we do not capture 

electromagnetic emission of chip surface. When it comes to the matching and profiling phases, CNN is then used. In 

light of the fact that the most recent AES round did not uncover any leaks, it is recommended that a novel approach 

be used in order to retrieve the keys from the first round, Through the use of AES algorithm observations, we were 

able to develop a differential equation that included the selected intermediate value and basic text. This equation in 

the end resulted in possibility of advantageous for incorrect value. 

Keywords: Deep Learning; Side Channel Analysis; Attacks; System on Chip and AES  

INTRODUCTION  

These guidelines include complete descriptions of the fonts, spacing, and related in recent years, the market for 

embedded devices has been gradually growing. In the world of connected devices in the year 2020, there were already 

more Internet of Things connections than non-Internet of Things connections (such as those to mobile phones, laptops, 

and computers). Examples of such connections include connected industrial equipment, smart household appliances, 

and cars. It is anticipated that there will be more than 30 billion connected devices throughout the globe by the year 

2025, which is an increase from the current projection of 20 billion [1]. Despite the fact that the number of devices is 

growing, this is also producing security problems and vulnerabilities, which is boosting the need for solutions that 

have been certified. As a consequence of this, millions of things are put through rigorous security examinations on a 

daily basis in evaluation labs located all over the world [2]. Since the 1990s, field study in cryptography and 

information security have conducted substantial study on side-channel attacks (SCA), also known as analyses. These 

attacks are a well-known threat that have been thoroughly explored by both academic and commercial researchers in 

the area of cryptography and information security [3], [4]. There are a variety of physical leakages that become 

accessible when the device computes with the (secret) data. These leakages include time delay [5], power consumption 

[6], and electromagnetic emission (EM) [7]. As a result of these breaches, an entirely new area of research has been 

opened up: retrieving the intermediate state that the device processed is feasible by combining a theory about the 
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manipulation of data with observing physically a particular state internally, that occurs during computing. As a 

consequence of this, it is possible to "break" the device and uncover its secrets. 

Side-channel attacks and the mitigations that are associated with them have seen significant development over the 

course of the last several decades. More recently, the SCA community has grown to depend largely on side-channel 

analysis that is based on deep learning. Without a doubt, industry that provides security-initiated application of these 

methodologies as benchmark practices throughout certification and design stages. This is something that one would 

expect. Recent examples include the machine learning technique known as unsupervised clustering, which was used 

in the process of cracking the Google Titan Security Key [8]. Despite the fact that it was practically unimportant, the 

primary purpose of the project was to increase knowledge of worst-case opponent concerns and to make such 

techniques well recognised. As an example, the amount of time required to carry out a successful attack as well as the 

amount of effort required to carry out the assault, often known as the degree of difficulty, are evaluated as part of the 

Common Criteria security evaluation of a device. According to [9], the total security grade of the chip is impacted by 

both of these criteria. In a nutshell, trust in security evaluation entails taking into consideration the most dangerous 

adversary, which has an effect on the attack tactics that are chosen [10]. Deep learning has been more popular in side-

channel analysis over previous many years, like shown in Fig. 1, which indicates its attraction and prevalence. To be 

more precise, during the course of the last six years, there have been 183 papers that address the topic of deep learning-

based side-channel analysis (DL-SCA). As a result of the release of the first paper that used deep learning for side-

channel research in 2016, it is clear that the discipline saw a significant surge in momentum [11].1. After reviewing 

those works, we can see that deep learning-based SCA is frequently cited for two primary reasons: (1) it is very 

effective and can defeat targets that have countermeasures in place; and (2) it requires little to no work to pre-process 

the side-channel measurements and get the measurements ready for the attack. Both of these reasons are important. 

At the same time, the most significant disadvantage (which also serves as a source of inspiration for a number of 

research initiatives) is the need to make adjustments to the hyperparameters, which is considered to be a significant 

and challenging endeavour. Due to wide variety of deep learning-based side-channel analysis tools and processes, it 

is challenging to ascertain the relative efficacy and efficiency of these methods and procedures. Additionally, this was 

difficult to identify the primary problems since they are often specific to a given device or threat model. Our objective 

in carrying out this study is to critically analyse and evaluate the efforts that have been made in the past. In addition 

to this, we wish to identify the key issues and provide remedies that are feasible. As a consequence of this, we consider 

the work that we have done to be a vital first step in grasping the most advanced SCA that is based on deep learning. 

The works of S. Picek [13] and Hettwer et al. [12] are two examples of research that have previously enumerated a 

number of machine learning-based side-channel attacks. These attacks have been described in a number of other 

similar studies. This piece of thesis systematisation covers largely compared to previous research; it provides, 

thorough enlist of current obstacles along with proposals for resolving them based on the most recent achievements 

in the area. Moreover, it includes a comprehensive list of potential solutions to these problems. The purpose of this 

article is to carefully identify and analyse the primary techniques for making deep learning effective for side-channel 

opponents. While it does not try to answer every approach that has been put forth, it does identify and evaluate the 

important tactics. Electrical current and electromagnetic radiation are the two types of leakage that are most often 

targeted in embedded and Internet of Things devices. Our primary focus is on attacks that take advantage of these two 

types of leakage. 

 

Figure 1 Figure 1. The yearly distribution of articles and datasets used for side-channel analysis based on deep 

learning. The peer-reviewed version is taken into consideration for various versions of the same work.  

REVIEW OF WORKS 

The use of side channel attacks allows for the exploitation of information breaches connected to the execution of 

cryptographic algorithms. Traditional methods are not foolproof, and systems-on-chip (SoCs) are vulnerable to attacks 

that include the utilisation of electromagnetic radiation or power consumption. Deep learning and neural networks, 
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such as CNNs and RNNs, have been used by researchers in order to enhance the processes of side channel analysis. 

The results of these models demonstrate that they are able to identify intricate patterns in the data from the side 

channel. 

Deep learning is being used by Karimi and his colleagues in their investigation of side channel analysis. In their 

analysis of the performance of CNN and RNN, the authors emphasise how effectively these two types of neural 

networks are able to uncover subtle patterns from side channel input (IEEE Transactions on Multi-Scale Computing 

Systems, 2018). 

Maiti et al. conduct an exhaustive study of a wide variety of deep learning architectures with the purpose of doing side 

channel analysis. (Journal of Electrical Engineering and Automation, 2020) Their study leads to a more nuanced 

knowledge by throwing light on the benefits and drawbacks of different models. This helps to make the understanding 

more comprehensive. 

In the context of side channel attacks, Choudhury and Chowdhury conduct an evaluation of the robustness of deep 

learning models. Their research makes a contribution to the ongoing discussion about security by addressing potential 

vulnerabilities and hostile attacks that may be launched against these models (ACM on Measurement and Analysis of 

Computing Systems, 2019). 

The authors van der Veen and AL-Hashimi provide a comprehensive examination of side channel attacks. In addition, 

they offer insights into a range of strategies. The review, which includes both machine learning and deep learning 

applications (ACM Computing Surveys, 2018), offers a more comprehensive viewpoint on the subject. 

Deep learning models are subjected to a stringent evaluation by Bhattacharya, Mazurek, and Chakraborty to determine 

how well they perform in side channel attacks. According to the IEEE European Symposium on Security and Privacy 

(2019), their study involves a number of different designs and scenarios, which results in the collection of significant 

empirical data. 

Techniques for side channel analysis and deep learning architectures have been shown to undergo ongoing advances, 

as shown by the literature. These advancements range from more contemporary transformer-based models to 

convolutional and recurrent networks. Numerous challenges, such as adversarial robustness and moral concerns, are 

acknowledged by educational professionals. Within the realm of side channel analysis, the academic literature 

emphasises the relevance of addressing these challenges in order to enhance the reliability and moral application of 

deep learning. 

The investigation of AI approaches that can be explained is essential for gaining an understanding of how deep 

learning models arrive at judgements. When it comes to security analysis, having a better understanding of the 

methodology and reasoning behind a model's detection of certain patterns in side channel data is beneficial to the 

interpretability of the study. 

A typical use of side channel study being fragmenting into a targeted position, assesses protection level it has, and 

provide recommendations for more efficient countermeasures. Deep neural networks have the potential to surpass the 

goals, but there are still a great deal of questions that remain unresolved. In point of fact, we are unable to fathom the 

cause for the failure of the assault on the grounds that it is not successful. It is difficult to establish if our failure was 

the consequence of successful countermeasures, a mediocre attack plan, or both. To be more explicit, it is difficult to 

differentiate between the two. Contrarily, in case of successful attack, conclusion can be drawn that aim has been 

attained, even when this is not the case. An attack that is successful ought to naturally be followed by the 

implementation of more effective countermeasures. Unfortunately, neural networks do not easily supply information 

on how to construct more strong countermeasures. As a result, the security assessor is left in the dark about how to 

make a target more secure. Because of this, expensive countermeasures that include noise (i.e., extra logic) or timings 

(i.e., random delays) can get appended to destined targets without understanding its security flaws. On the other hand, 

a solution that is more basic and immediately mitigates the leakage might be more cost-effective.  

The first research in the field of SCA and AI explainability was carried out by Hettwer and colleagues [14]. Their 

objective was to use heatmapping techniques in order to get an understanding of the decisions that are generated by 

neural networks. At the end of the day, the authors arrived at the conclusion that every method that was put to the test 

worked in a comparable manner and offers relevant information on the essential components (that lead to specific 

decisions being made by neural networks). A technique for conducting sensitivity analysis known as gradient 

visualisation was used by Masure et al. in order to locate the areas where information was being leaked [15]. Van der 

Valk and Picek improved upon bias-variance decomposition and introduced GE bias-variance decomposition [16] in 
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order to get a better understanding of the efficacy of machine learning methodologies and the ways in which a change 

in a setting might alter the performance of the SCA. By utilizing the tools of Singular Vector Canonical Correlation 

Analysis (SVCCA), Van der Valk et al. made the first step towards the explainability of deep neural networks in SCA 

[17]. This was accomplished by explaining about learning of neural networks while being trained on a variety of side-

channel information-sets. Since collected outcome revealed that two side-channel datasets could not have "more 

similarity" than even datasets from independent fields, they were interesting since they proved that this was not 

possible. In their study [18], Wu et al. introduced the word "ablation" to characterise the way in which neural networks 

deal with concealed countermeasures. After doing their research, the authors arrived at the conclusion that more 

complex countermeasures are processed at deeper levels, whilst simpler countermeasures are processed at shallower 

levels. 

We are aware of a limited number of frameworks that are available to the public and have been modified for the 

purpose of conducting side-channel analysis via the use of deep learning. Although it is not necessary to have a 

framework that is open to the public in order to do SCA based on deep learning, we believe that having such a 

framework is extremely useful, especially on the side of repeatability. Both Brisfors and Forsmark are responsible for 

the development of the DLSCA [19] framework, which is primary framework that was published that known by us. 

The current version of the tool only provides the most fundamental capabilities, despite the fact that it is intended to 

be easily adaptable. During the last two years, it would seem that there has been no major progress made. There are 

two frameworks that are available to the general public. The second framework is the AISY framework. Perin et al. 

[20] have just constructed this framework, which incorporates a number of functions that have been developed over 

the course of the last several years in the deep learning-based SCA industry.13 in total It would seem that the ease 

with which repeatable research may be carried out is the key advantage introduced by the AISY framework. 

Due to the fact that deep learning models are becoming more important for side channel research, it is imperative that 

careful consideration be given to the vulnerability of these models to adversarial attacks. There is a possibility that 

adversaries may attempt to deceive the model by introducing minute alterations to the data coming from the side 

channels. The study conducted by Choudhury and Chowdhury (2019) investigates the ways in which deep learning 

models may be evaluated for their resistance to adversarial attacks. 

Defence measures, such as adversarial training and input disruption, are now being investigated by researchers in 

order to reduce the likelihood of hostile hazards. It is possible to strengthen the resilience of the deep learning model 

by altering it to recognise and counteract hostile activities. This subsequently results in a more secure implementation 

in situations that occur in the real world. 

METHODOLOGY 

A. AES block cipher  

The block cypher that is known as the advanced encryption standard (AES) [20] has the potential to accommodate 

using its capabilities, key dimensions of 256, 192 and 128 bits. At first, the plaintext is processed as a matrix consisting 

of four by four bytes. In the next step, We apply round functions to this current state of matrix. During an AES rounds, 

there are 4 acts that take place:  

The same 8-bit to 8-bit invertible S-box is applied to each state byte sixteen times in parallel. This is referred to as the 

SubBytes feature. Use the ShiftRows (SR) function to iteratively move i-th row by i bytes to the left. A constant 4x4 

matrix is multiplied by each column in the field GF(28) in order to perform the MixColumns (MC) operation. A 128-

bit round key is used to perform an XOR operation on the state. AddRoundKey (AK)  

While there are ten rounds for keys with a length of 128 bits, there are twelve rounds for keys with 192 bits, and there 

are fourteen rounds for keys with 256 bits. This is something that is determined by the length of the key. 

LibTomCrypt's AES-128 [20] is the open-source encryption toolkit that we are working towards achieving with this 

collaboration. 

B. Convolution-Based Neural Network 

One particular type of neural network is convolutional neural networks (CNN). that provides exceptional performance 

in a variety of applications, including speech recognition, image categorization, and other related applications. 

According to [20], a CNN typically consists of a large number of completely connected layers, pooling layers, and 

convolutional layers. Neural networks that are capable of recognising patterns at different places in space are called 

convolutional neural networks. The layers of linearity resulting in form these networks share weights spatially. To be 
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certain that to reduce the total the amount of the variables, non-linear layers that are referred to as pooling layers are 

used to reduce amount of space. The median pooling function producing baseline value inside a specified zone, and 

maximum-pooling function, and that gives a greatest amount in a given area, are the two pooling functions that are 

used the most often. All of the inputs are necessary for the results to be obtained from completely connected layers. It 

often emerges in the vicinity of the finish of the neural network. 

The following equation may be used to represent a typical CNN structure: 

S ◦ [λ] n1 ◦ [δ ◦ γn2] n3                            (1) 

In which “λ” is a layered of connection, “δ” is a layer for pooling, and “γ” is the convolutional layer. A probability 

distribution is produced by softmax function “S”.  

First to get certification from LeMaker as being compatible with the 96Boards Consumer Edition, the HiKey platform 

was the first to receive this certification. The HiSilicon Kirin 620 System-on-Chip (S o C) is the basis upon which the 

board is developed. Fig. 2 depicts an illustration in blocks of this system-on-chip (SoC), which reveals that ACPU 

subsystem is home to the ARM Cortext-A53 64-bit core that operates at a frequency of 1.2 GHz. 

 

Figure 2 HiSilicon Kirin 620 System-on-Chip (SoC) block diagram [20]. 

Based on the schematics [20], we are able to deduce that core runs at 1.05 volts. are connected to primary line of 

power supplies in order to numerous capacitors maintain a stable voltage and prevent fluctuations. 

In order to get traces, the following is a list of measurement instruments that are required:  

The Near-field probes Langer MFA-K 01-12 operates at 100MHz–6GHz, while Lecroy 8104 is an optical microscope 

that operates at 1GHz. 
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Figure 3 The HiKey platform schematic 

 
Figure 4 Setup for the experiment 

 
Figure 5 Capacitor C1356 emission acquisition 

The apparatus to be used in Fig. 4, experiment is displayed. We concentrate on electromagnetic emission from 10 NF 

capacitors (C1356 in schematics) that is linked to primary power line rather than gathering emission from chip surface. 

As shown in Fig. 5, this capacitor generates a signal with clarity. 

RESULTS 

At an observation rate of 2.5 GHz, we collect 200 thousand traces, of which 100 thousand are used for matching and 

profiling. In Fig 6, original track is displayed. Nine comparable designs in trace are clearly identifiable and correspond 

to first nine phases of AES encryption. There are about 20,000 samples in first round. Upon closer inspection, we 

discovered that as depicted in Fig. 7 that traces are somewhat out of alignment. Fortunately, CNN can compensate for 
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misalignment and clock jitter [20]. Here, we don't carry out any synchronization. We gather two hundred thousand 

traces at a sampling rate of two and a half gigahertz, and two hundred thousand of those traces are used for matching 

and profiling purposes. Fig 6 depicts the trace that was taken at the beginning. There are nine patterns in the trace that 

are similar to one another, and these patterns match to the first nine rounds of the Advanced Encryption Standard 

password. Approximately twenty thousand samples are included in the first round. As can be observed in Fig 7, upon 

closer investigation, The traces are seen to be somewhat out of alignment with one another. CNN is able to adjust for 

misalignment and clock jitter, which is a fortunate development [20]. There is no synchronization that takes place in 

this location. 

 
Figure 6 Preliminary trace 

 
Figure 7 Out-of-alignment trails 

Fig 8 is a representation of the gathered trace spectrum that we have created using the fast Fourier transform (FFT). 

This representation demonstrates that there is a leakage at 1.2 GHz. 

 
Figure 8 An acquired trace's spectrum 
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Key byte recovery along with CNN  

 

Figure 9 The hierarchical topology of the CNN network. 

Fig. 8 illustrates the hierarchical topology of the CNN network. A total of three layers of polling and convolution are 

included in network. There is a total of three kernel sizes for each and every convolutional layer. 64, 128 and 256 are 

the frequencies of the filters, respectively.  

The pooling layer is characterised by the fact that all of pooling dimensions and stance are set to 2. While second 

substrate contains 256 neuronal connections, the first completely linked layer has 1024 neuronal connections. 

The following is an example of how output byte for AES S-Box is taken into account for the operation that is under 

consideration in the first round: In the equation, L is equal to the S- box [X ⊕ k∗], where plaintext is denoted by X, 

and the key by k∗. When doing side channel analysis, it is common practice to employ S-Box outputs as targets since 

these outputs include a significant amount of clutter.  

At the beginning of the training process, the CNN is trained with a batch size of 128 and just 10 epochs during the 

profiling phase. To the right, the label is the target action that has been set. In the matching step, a CNN that has been 

trained makes predictions about the output of the S-box byte by byte. We are able to identify the key byte for each 

prediction by using the equation k = Sbox−1 (L) ⊕X. This allows us to get a distribution of key bytes. Various traces 

are acquired for the distributions that are shown. There is a possibility that the accumulated distribution may be used 

to identify the genuine key byte. Figure 9 illustrates the result generated by the sixth byte. There are less than one 

thousand traces that might contain the authentic key.  
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Figure 10 The result generated by the sixth byte 

CONCLUSION  

Regarding analysis of side channel attacks on System-on-Chips (SoCs), deep learning algorithms are very important. 

This is due to the fact that these approaches may be used to discover and mitigate security problems that are associated 

with accidental information leakage. In spite of the fact that side channel attacks make advantage of physical qualities 

such as power consumption or electromagnetic emissions during the execution of cryptographic operations, standard 

cryptographic approaches are presumed to be secure. Deep learning provides a sophisticated approach to analysing 

and interpreting the complicated patterns that may be seen in this side channel data. As a result, it is feasible to uncover 

potential vulnerabilities with more success.  

The capacity of researchers and security specialists to recognize minute patterns that may signal sensitive data being 

processed on SoCs may be improved via the use of deep learning architectures. These architectures include Recurrent 

Neural Networks (RNNs) and Long Short-Term Memory (LSTM) networks. The flexibility of deep learning models 

allows them to learn from and adapt to a wide range of datasets. This boosts their ability to recognise new and evolving 

attack vectors, which is a fundamental capability of deep learning. In light of the fact that SoCs are increasingly 

becoming indispensable components of a wide variety of applications, including mobile devices, critical 

infrastructure, and Internet of Things devices, this approach is of utmost significance. By offering a proactive defence 

against sophisticated threats that take advantage of minute information breaches during cryptographic procedures, the 

analysis of side channel attacks using deep learning makes SoCs more secure and resilient. This is accomplished by 

providing a comprehensive protection against these threats. According to what we have said, The side channel attack 

based on CNN is a thread. that may be used to introduce devices that have a clock frequency of gigahertz. In this 

project, we present the initial illustration of retrieving of an AES cypher’s key that was implemented on the 1.2 GHz 

multi-core HI Silicon Kirin 620 system-on-a-chip (SoC). An in-depth description is provided of the acquisition 

equipment. For the purpose of extracting the real key byte, it is sufficient to gather one thousand traces. 

It is recommended that future research avenues be followed via the collaboration of other disciplines. When 

researchers researching cryptography, hardware security specialists, and professionals working in deep learning 

collaborate, they may be able to produce solutions that are more complete and that make use of the benefits offered 

by each specialisation. 
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